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ABSTRACT
We propose simple mathematical models for the legal concept of
balancing of interests, to resolve the conflict between the rights to
privacy and to the protection of personal data in Art. 7 and Art. 8 of
the EU Charter of Fundamental Rights (EUCh) against the right of
access to information derived from Art. 11 EUCh. These competing
rights are denoted by (i1) privacy of information and (i2) access to
information; mathematically, their indices are respectively assigned
by u1 ∈ [0, 1] and u2 ∈ [0, 1] subject to the constraint u1 + u2 = 1.
This constraint allows us to use one single index u to resolve the
conflict through balancing. The outcome will be concluded by com-
paring the index u with a prior given threshold u0. For simplicity,
we assume that the balancing depends on only selected legal criteria
such as the social status of affected person, and the sphere from
which the information originated, which are represented as inputs
of the models, called legal parameters. Additionally, we take “time”
into consideration as a legal criterion, building on the European
Court of Justice’s ruling on the right to be forgotten: by consider-
ing time as a legal parameter, we model how the outcome of the
balancing changes over the passage of time. To catch the depen-
dence of the outcome u by these criteria as legal parameters, data
were created by a fully-qualified lawyer. Two mathematical models
for u, a time-independent model and a time-dependent model, are
proposed, that are fitted by using the data.

1 INTRODUCTION
The extent to which legal thinking and legal concepts could be
made operational or usable by technology, has been subject to
many approaches in the area of ‘legal tech’[4, 7–9, 14, 23, 25]. Prior
contributions range from conceptional domain modeling[7, 8], to
machine learning[14, 23], to dedicated Natural Language Process-
ing research[4, 25]. Approaching this task from the perspective
of applied mathematics by developing and creating a mathemati-
cal model has rarely been explored[5, 12, 15, 22]. Alexy[5, 6] and
Susi [22] proposed rudimentary formulas for balancing rights, but
which are limited to defining discrete factors for the decision. This
work is well aware of the concerns raised regarding automation
of legal decision-making and does not neglect the procedural di-
mension of law, i.e., its nature as a dialectic process and the need
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for contestability[10, 21]. This paper seeks to contribute by investi-
gating the extent to which a mathematical model is able to stand
in for a legal assessment performed by a lawyer, while providing
methodological transparency and remaining aware of the various
contexts of legal decision-making.

We base our investigation on the use case of balancing the rights
to privacy and to the protection of personal data in Art. 7 and
Art. 8 of the EU Charter of Fundamental Rights (EUCh)[2] against
the right of access to information derived from Art. 11 EUCh (Sec-
tion 2.1). In Section 2, we first outline the legal doctrinal framework
of balancing competing interests. We explain how the decision of
which of these rights outweighs the other one depends on a range of
legal criteria, such as the role of the respective person in public life,
and the sphere from which the information originates, as well as
how much time has been passed since the occurrence of underlying
facts (Section 2.2). A key step in our methodology is the transla-
tion of these legal criteria into mathematical parameters; we refer
to these as “legal parameters” which we distinguish from “model
parameters”; see Section 3. Our mathematical models proposed
in Section 4 are based on the idea that the outcome u - that will
determine whether Art. 7 and Art. 8 EUCh or Art. 11 EUCh prevails
- depends on values of these legal parameters. To fit our model,
data was created by a fully-qualified lawyer and represents typical
factual situations where the right to the protection of personal data
collides with the right of access to information. We fit these data
into a time-independent model and finally further develop this to a
time-dependent model suitable to represent the dependence of the
outcome on the passage of time (Sections 4.1 and 4.2).

2 THE LEGAL CONCEPT
2.1 Conflicting interests
A recurring concept in legal systems is the resolution of conflicts
between competing interests through balancing[16, 18]. These in-
terests may be legal, economic or policy-based. They may be those
of individuals or of nation-states such as the interest in public se-
curity. Prominent examples of individual interests are fundamental
rights such as freedom of speech, the right to liberty or privacy
rights.

Legally protected interests can exist as fundamental rights at the
constitutional or supranational level and then be broken down to
more specific legal rules at any level of the hierarchy of norms. In
this way, national law may further flesh out conflicts between these
rights, ultimately delegating their resolution to courts. For instance,
a national constitution may protect the right to free assembly and
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the right to physical integrity at a more abstract level. National law
can then provide details on the conditions under which the right to
free assembly may be restricted in favor of physical integrity such
as only allowing an assembly under certain security measures.

Regardless of the legal source, conflicts between these rights
and competing interests can be legally resolved by balancing them
against each other. While legally protected interests vary depending
on the legal system, the general concept of balancing is widely
recognised[11, 16, 18].

In order to develop a mathematical model, we build on the fol-
lowing conflict as illustration: Under EU law, an important source
for fundamental rights is the EU Charter of Fundamental Rights
(EUCh)[2]. It provides in Art. 7 EUCh a right to privacy and in Art.
8 EUCh for a right to the protection of personal data. These two
rights are usually conflated by the European Court of Justice in
cases involving the protection of personal data[17]. To simplify,
we do not consider the legal conditions for justifying interferences
pursuant to Art. 8(2) EUCh. Art. 7 and Art. 8 EUCh can conflict
with the right to freedom of expression and information in Art. 11
EUCh. Freedom of expression includes not only the freedom to hold
opinions, but also to receive and further disseminate information
(‘access to information’). The typical example is the disclosure of
personal data on the internet as an act of free expression or subject
to the right of access to information.

It must be noted at this point that the Charter’s provisions are
aimed at the institutions, bodies, offices and agencies of the EU (Art.
51(1) EUCh), and thus, are initially designed to offer individuals
protection towards public entities. However, they still affect the
horizontal relationship between individuals in that public entities
apply them to solve a conflict between individuals by legislation,
administrative decision or judicial decision[13, 20].

As mentioned above, the abstract stipulation of human rights
may be broken down to more specific rules on a lower hierarchal
level. The EU General Data Protection Regulation[3] provides in
Art. 6(1)(f) a directly applicable provision to justify inferences in
the right to the protection of personal data:

Processing shall be lawful only if and to the extent that
at least one of the following applies: (f) Processing is
necessary for the purposes of the legitimate interests
pursued by the controller or by a third party, except
where such interests are overridden by the interests or
fundamental rights and freedoms of the data subject
which require protection of personal data,..

For our purposes, the legitimate interest of third parties would
be to have access to information that constitutes personal data.
For example, cases could involve obtaining access to information
regarding a politician, while this information would at the same
time be protected as personal data. Granting access as a form of
‘processing of personal data’ would however only be lawful if the
interest in access is not overridden by the data subject’s fundamen-
tal right to the protection of personal data. Accordingly, whether or
not this condition is met depends on balancing the rights to privacy
and to the protection of personal data (Art. 7, Art. 8 EUCh) on one
side and access to information (Art. 11 EUCh) on the other side.

2.2 Legal criteria affecting the balancing
The outcome of this balancing varies depending on the circum-
stances of the case. It is at this point where the abstract conflict
of interest becomes concrete: as the law ultimately cannot foresee
every possible situation in which these interests might collide, the
balancing of interests provides the legal instrument to take into
consideration the particularities of each case. In this way, a court
ultimately decides which interest(s) outweighs the other(s) in any
given case before them.

Looking at past judicial decisions by the European Court of Jus-
tice (ECJ) and EU Member States’ jurisprudence can help identify
similar approaches in similar cases. And then again, these similari-
ties in ruling or leading cases can be elevated to general guidelines
or criteria that will again be considered as settled case law.

For our case - the balancing between the right to the protection
of personal data and access to information - these criteria might
be:[1, 19]

- the data subject’s (i.e. the person’s) social status or role in
public life

- the sphere from which the relevant information originated
- the time that had passed since the occurrence of the underlying
facts of that information

- the risk for the data subject in case of publishing
- the minority of the data subject
- the accuracy of the data
- etc.

Which interest ultimately outweighs the other one depends on
the influence of the criteria in the respective case. For instance,
access to information relating to a head of a nation-state will, due
to the person’s role for the public discourse, be valued higher in
comparison to the person’s right to the protection of personal data.

3 FROM LEGAL CRITERIA TO
MATHEMATICAL LEGAL PARAMETERS

We implement these legal criteria as parameters in our models,
called legal parameters. For simplification we only consider ‘status
of the person’, ‘sphere of the information’ and ‘time’. These three
criteria are the ones that usually stand in the center of the courts’
reasoning on balancing the rights to privacy and to the protection
of personal data (Art. 7, Art. 8 EUCh) against access to information
(Art. 11 EUCh). This gives us enough case law to inform the data
coding (Section 3). We assume that potential other criteria are not
relevant for our use case or that they are independent parameters
with the value 0.5.

Status of the person. The data subject’s status relates to what
the ECJ has described as “the role played by the data subject in
public life"[19, para. 81, 97, 99]. The Court explicitly mentioned
this criterion as one that could affect the interest of the public in
having access to a respective information. The Article 29 Working
Party later illustrated the term by reference to politicians, senior
public officials, business-people and members of the (regulated)
professions[1, p. 13]. Furthermore, the Working Party stated that
the criterion would be broader than the subgroup of ‘public figures’,
itself referring to having a degree of media exposure due to their
functions or commitments. Here, we understand the criterion as an
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indicator for the degree of relevance a person is assigned for the
public discourse. In cases where the person is already known to
the public, his/her status would be considered higher than if the
person is completely unknown.

To operationalise this criterion, we define it as the following
parameter taking values between 0 and 1:

αp ∈ [0, 1]: status of the person.
We consider any value approaching 0 as indicating a less rele-

vant role for the public discourse, while the more the parameter
approaches 1 the more relevant the person would be considered.
The parameter does not contain any information regarding whether
the public knowledge is based on the person’s role for political de-
cision or as a person of cultural interest such as artists. We take the
following data points as examples to create data:

A person that ...
αp = 0.01 .. is publicly unknown

αp = 0.25 .. is relatively unknown to the public
(e.g., an ordinary university staff)

αp = 0.50 .. is to a certain degree known to the public
(e.g., Mayor of Paris)

αp = 0.75 .. is largely known in public
(e.g., a head of state)

αp = 0.95 .. is known to nearly anyone on an inter-
national level (e.g., President of the U.S.)

Sphere of the information. Independent of a person’s social status,
the information in question can be of a more or less private nature.
A common concept to assign a value to this degree is a sphere-
model, starting from an inner circle containing the most private
information (e.g., health data) followed by information related to
family and friends to information related to the social sphere at the
outer circle, such as professional life. Fig 1 illustrates this concept.

0.950.750.50.250.05

Figure 1: Spheres of information.

We operationalise the sphere of information by the following
parameter that is assigned values between 0 and 1:

αs ∈ [0, 1]: sphere of the information.
The data is created corresponding toαs = 0.05, 0.25, 0.50, 0.75, 0.95,

respectively.

αs = 0.05 (e.g., health data)
αs = 0.25 (e.g., family and friends)
αs = 0.50
αs = 0.75 (e.g., professional misconduct)
αs = 0.95 (e.g., committing a major crime)

The idea is to cover information that would be considered as
very private to information that would qualify as less private, i.e.,
originating from a sphere more relevant to the outer world. The
sphere, as a legal criterion, has an objective character in the sense
that the criterion is independent from the person. Instead, it relates
objectively to the nature of the information, regardless of whether
it concerns an unknown or a public person.

The higher likelihood of information relating to persons with
a public role as justifying access to information relevant to their
public roles and activities is being considered at the level of the
outcome. In turn, if the disclosure of rather private information of a
public person is irrelevant for his/her public or professional conduct,
the balancing’s outcome would weigh in favor of protecting that
information (Art. 7, Art. 8 EUCh).

Time. The passage of time in and of itself can be considered as
a legal criterion that affects the balancing. The European Court
of Justice stated in its Google Spain judgment[19] that the public
interest in a particular piece of information diminishes over the pas-
sage of time. This was labeled “the right to be forgotten". The more
time has passed since the occurrence of the facts at issue, the less
relevant information about these facts becomes. Dogmatically, then,
this perception means the balancing leans increasingly towards the
right to data protection over time. Time t is nondimensionalised as
a legal parameter αt .

αt =
t
T ∈ (−∞, 0]: a rescaling of time t ≤ 0 with a properly

chosen large number T > 0.
For our models, we set the time of the legal decision at 0, meaning

now. The legal decision is made on facts that just occurred (αt = 0),
or on facts that occurred in the past, e.g., one year ago (αt = −1) or
10 years ago (αt = −10). We consider cases that happened in the
following timeframes:

αt = 0 (now)
αt = −1 (1 year ago)
αt = −3 (3 years ago)
αt = −6 (6 years ago)
αt = −8 (8 years ago)
αt = −10 (10 years ago)

Outcome. In the above, we have introduced the three criteria
“status of the person”, “sphere of information” and “time” indepen-
dently from each other. The indices for (i1) privacy of information
and (i2) access to information are respectively denoted as u1 and
u2 such that

uk ∈ [0, 1], k = 1, 2, subject to u1 + u2 = 1.

Therefore, it is sufficient to use a single parameteru ∈ [0, 1] as the
balancing outcome to model the dependencies of the balancing. For
instance, one may assume that the more u approaches 0, the more
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weight is given to (i1) data protection, while the more u approaches
1, the more weight is given to (i2) access to information. In the first
case, a court would be more likely to rule that the disclosure of
personal data is unlawful (balancing in favor of Art. 8 EUCh); in
the second that the disclosure is legal (balancing in favor of Art. 11
EUCh).

Data coding. Based on the above criteria, a dataset is created that
serves as training data for the models proposed in Section 4.

The data are hand-coded by a fully-qualified German lawyer,
with the necessary qualification for a judge. This is not saying that
the data coding is infallible and without error: another lawyer with
the same qualification may come to different conclusions on specific
cases. In legal practice, too, opinions of lawyers and of judges may
differ to a certain degree, but still share a common basis in settled
case law and standards.

Accordingly, the data points are based on standards inferred
from the relevant case law. As an underlying use case, we take the
publication of personal data as information on the internet. It was
ensured that the values provide internal consistency. More specif-
ically, the values reflect the standards from case law of how the
sphere of information (ranging from health data to more ‘public’
data) as well as the status of the person affect the balancing. For
instance, the fact that health data (αs = 0.05) enjoys utmost protec-
tion under Art. 9 GDPR is reflected by not allowing a value over
0.49 for the outcome u, even for a person with a highly relevant
status for the public discourse (αp = 0.95). In other words, even a
head of state would be protected against the publication of his/her
health data at any time (outcomeu = 0.4 for current data, i.e. “now").
Another example is that the data reflects the legal assumption that
the passage of time affects the balancing in favor of access to in-
formation, but in a non-linear way: while it legally makes a huge
difference whether the facts at issue had just occurred or occurred
3 years ago (outcome u = 0.5 and 0.35 for αs = 0.5; αp = 0.5), after
a certain period of time the impact of time becomes smaller. For
instance, whether 8 or 10 years have passed since the occurrence
is both having a similar impact in favor of access to information
(outcome u = 0.21 and 0.2 for αs = 0.5; αp = 0.5).

Furthermore, this is a simplification for our models. Existing and
even hypothetical cases only allow for generalisation to a certain
degree. Real cases naturally depend on more than just three criteria
and might even differ from past cases and require the creation of
new criteria.

That being said, for the purpose of creating data to fit our models,
we fixed the above described values for our legal parameters at 0.01,
0.25, 0.50, 0.75, 0.95 for αp (status of the person); 0.05, 0.25, 0.50,
0.75, 0.95 for αs (sphere of information) and the six points in time
ranging from now to 10 years ago for αt .

The data are created for all combinations of these data points,
i.e., with 150 sets of outcomes u. We omitted the values 1 and 0
because legally it is difficult to determine “absolute" privacy and
“absolute" access to information. Table 1 illustrates examples from
the dataset.

4 THE MATHEMATICAL MODELS
For any given piece of information, the purpose of the models is
to determine whether (i1) privacy of information outweighs (i2)

access to information or vice versa. To summarize, the parameters
are defined as follows:

αp ∈ [0, 1] status of the person
αs ∈ [0, 1] sphere of the information

αt =
t
T ∈ (−∞, 0] a rescaling of time t ≤ 0 with a prop-

erly chosen large number T > 0
uk ∈ [0, 1]
subject to u1 + u2 = 1

index for (ik ), k = 1, 2

The final decision can be made by comparing the values of u1
and u2. However, the constraint u1 +u2 = 1 allows us to define one
single index to fulfill the task. This is the outcome or the output u,
which is a function of the legal parameters αp , αs and αt . The final
decision, namely whether (i1) privacy of information or (i2) access
to the information dominates, is made via the comparison with a
prior given threshold value u0 ∈ [0, 1]. Without loss of generality,
we assume that when u ≤ u0, (i1) dominates, and otherwise, (i2)
dominates.

Accordingly, for outcome values (u) lower than the threshold
value (u0), the balancing leans towards the right to the protection
of personal data (Art. 8 EUCh), while outcome values higher than
or equal to the threshold represent a prevailing right of access to
information (Art. 11 EUCh). Though a threshold value of u0 = 0.50
might appear intuitive, a varying threshold has the advantage that
a preponderant preference of one interest over the other one can
be modeled, for instance if legal systems tend to assign per se more
weight to one of the interests.

4.1 A time-independent mathematical model
For simplicity, we first propose a simple quadratic model for each
(rescaled) year αt respectively as follows

u(αp ,αs ) = c00 + c10αp + c01αs + c20α
2
p + c11αpαs + c02α

2
s , (1)

where c00, c01, . . . are to be determined using the given dataset for
each year separately. Since the legal parameters are defined within
the domain [0, 1], we simply assumed higher order contributions
are negligibly small, but one can consider such terms in order to
increase the accuracy of the model if a sufficiently large number of
data points is given. Note that in the mathematical model, the legal
parameters αp , αs and αt are model arguments while c00, c10, . . .
serve as model parameters.

Having determined the coefficients by the dataset, the model
parameters of the linear terms, c00, c10, and c01, represent the impor-
tance of the legal parameters in a linear plane. In legal terms, they
stand in for the importance the respective legal parameter has for
the outcome of the balancing decision. The symmetric coefficient
matrix K , defined as u(αp ,αs ) = c00 + c10αp + c01αs + 1

2v
TKv with

the vector v = (αp ,αs )
T , is the Hessian matrix, reflecting local

geometric properties of the outcome function u, e.g., convexness
or concaveness. Consequently, it would also reflect the structure
of the legal concept of balancing of interests. In addition, the sym-
metric matrix K can always be diagonalized by a matrix P , and the
diagonalized matrix D = PTKP represents the sensitivity of the
quadratic terms in the direction of the new vector PTv , which is a
linear combination of the legal parameters.
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Table 1: Examples of data for u (outcome) for given values of αp (person), αs (sphere) and αt (time).

αp αs αt = 0 αt = −1 αt = −3 αt = −6 αt = −8 αt = −10
0.95 0.05 0.40 0.30 0.15 0.01 0.001 0.00
0.25 0.95 0.65 0.60 0.50 0.45 0.40 0.35

In cases where the person is completely unknown (αp = 0) and
the sphere of information would be absolutely private (αs = 0), we
consider the outcome of the balancing being ultimately in favor of
data protection (u = 0) for any point in time. We thus impose the
reasonable assumption

u(0, 0) = 0 for all αt . (2)

This fixes one of the coefficients, i.e., c00 = 0 for all αt .
Furthermore, for cases where a person is known to absolutely

anyone in the world (αp = 1) and the sphere of information would be
absolutely public (αs = 1), we consider the outcome of the balancing
being ultimately in favor of access to information (u = 1) for any
point in time.We thus impose another assumption for themaximum
value of αp and αs :

u(1, 1) = 1 for all αt , (3)

leading to that

c10 + c01 + c20 + c11 + c02 = 1 (4)

holds for all αt .
The proposed model can be regarded as a linear optimisation

problem for which the coded data can be used to determine the
above coefficients, i.e. model parameters. Thus, we fit this function
with the coded data (Section 3. by using Mathematica [24]; the
algorithm is based on the theory of linear least squares. In Table 2,
the optimal coefficients (denoted by c∗), e.g., model parameters, are
listed for each year.

Table 2: Fitted model parameters for each year using the
model (1).

αt (year) c∗01 c∗10 c∗02 c∗20
0 0.756269 0.218749 -0.144324 0.181876
-1 0.655165 0.0286861 -0.088864 0.301803
-3 0.429315 -0.159663 0.00774652 0.390121
-6 0.184965 -0.174577 0.15114 0.253607
-8 0.129208 -0.241208 0.163708 0.30786
-10 0.0662971 -0.295998 0.185813 0.364145

The following Figures 2 to 4 show the given data points from
the dataset as black dots and the fitted model as a plane. They
illustrate how the outcome u increases depending on the values of
αp and αs : the higher the status of the person, the less private the
information and the less time has passed since the occurrence of
the underlying facts, the more the balancing leans towards access
to information (Art. 11 EUCh). In turn, more private information of
a rather unknown person that occurred several years ago affects
the outcome to lean towards data protection (Art. 7, Art. 8 EUCh).

Figure 2: Top: now. Bottom: −1 year for the time-
independent model (1).

One weakness of this model (1) is that it does not take αt as
an input argument. As it is “time-independent", it only captures
each point in time (from now to 10 years ago) separately. In the
next section, we will propose a simple and universal model by
considering time (αt ) as a continuous argument of the outcome
function u.

4.2 A time-dependent mathematical model
In order to model time continuously and not just as intermittent
points, we propose the following time-dependent model for the
outcome function

u(αp ,αs ,αt ) =
c00 + c10αp + c01αs + c20α2p + c11αpαs + c02α

2
s

a(log (|αt | + 1))2 + b log (|αt | + 1) + 1
,

(5)
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Figure 3: Top: −3 years. Bottom: −6 years for the time-
independent model (1).

where a,b, c00, c01, . . . are constants that are to be determined as
model parameters using the data. Unlike the time-independent
model, this function also takes the legal parameter αt as input
argument and it reduces the time-independent model (1) at a given
time. For instance, the coefficient

c10
a(log (|αt | + 1))2 + b log (|αt | + 1) + 1

denotes the importance of the factor αp with respect to the passage
of time. Here, we adopted the logarithmic time log(|αt | + 1) for
practical convenience and again kept the time-dependence up to
the quadratic order. This is the most simplest choice, thus provides
transparency, while satisfying the conditions we impose below.
This allows us to recover the time-independent model (1) at any
fixed time αt .

The model is based on the assumption that underlying facts
that occur at time αt = −∞ are fully covered by the right to be
forgotten[19]. Consequently, (i1) privacy of information would fully
outweigh (i2) access to information; mathematically, it means that

u(αp ,αs ,−∞) = 0 (6)

Figure 4: Top: −8 years. Bottom: −10 years for the time-
independent model (1).

for all αp and αs . Furthermore, the assumptions (see similarly, eq.
(2),(3)) that

u(0, 0,αt ) = 0 for all αt ,
u(1, 1, 0) = 1,

(7)

give us that c00 = 0 and

c10 + c01 + c20 + c11 + c02 = 1 . (8)

Again we use Mathematica to derive optimal values of the model
parameters using the method of least squares. The model is rational
and can be transformed to a linear optimisation problem. Thus, it
is sufficient to apply the theory of linear least squares. The fitted
model parameters are

a∗ = 0.165792, b∗ = −0.212271,
c∗01 = 0.529979, c∗10 = −0.0110422,
c∗02 = −0.0559473, c∗11 = 0.295508.

(9)

Figs 5 to 7 illustrate the fitted time-dependent outcome function
u as a plane in comparison to our data points for each given point in
time in our data. Additionally, as the time-dependent model takes
time (αt ) as input argument, it can model any other points in time,
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i.e. any time in the past when the underlying facts of the respective
information might have occurred.

Note that the scale for the outcome u decreases from Fig 5 (u =
1.0) to Fig 7 (u = 0.5) corresponding to a decreasingly steep rise
of the function surface. This reflects the legal consideration of the
right to be forgotten, i.e. that in case of information relating to
facts that occurred long time ago, the right of access to information
diminishes (Art. 11 EuCH) in favor of the protection of personal
data (Art. 7, Art. 8 EUCh).

Figure 5: Top: now. Bottom: −1 year for the time-dependent
model (5).

5 EVALUATION
Finally, we turn to an evaluation of our time-dependent model.
We use two quantitative evaluation methods, i.e. chi-square and
cross-validation (Sections 5.1, 5.2), and also perform a qualitative
evaluation based on a real court case (Section 5.3).

5.1 Chi-square test
To evaluate the fitted function for our time-dependent model in
comparison to the whole dataset, we use the chi-square test:

χ2 :=
N∑
i=1

(udata − u)2

u
, (10)

Figure 6: Top: −3 years. Bottom: −6 years for the time-
dependent model (5).

where N is the number of data in the dataset; in our case, N = 150.
This gives us the reduced chi-square

χ2

N
= 0.0343305 . (11)

It implies that the fitting function can describe the original dataset
with sufficient accuracy.

5.2 Cross-validation
In order to evaluate the time-dependent model in terms of pre-
dictability, we also cross-validate our dataset. As the dataset is rela-
tively small (N = 150), we use leave-on-out (LOO) cross-validation.
We take the absolute error between estimated outcome u by our
fitted model and compare it to the outcome u from our coded data
as ground truth. We measure the overall accuracy by calculating
the mean absolute error (MAE) over all validation rounds:

MAE = 0.0728038 . (12)

7
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Figure 7: Top: −8 years. Bottom: −10 years for the time-
dependent model (5).

5.3 Qualitative evaluation
We now turn to an evaluation of the practical application of our
model to a real case. We take a judgment1 of the German Federal
Supreme Court as a use case. The case was based on the following
facts:

A was until April 2012 managing director of a regional
association that organises and finances construction
projects and healthcare facilities. It is with more than
500 employees and more than 35.000 members the
second largest regional association of its parent in
Germany. In 2011 the association had financial diffi-
culties and a deficit of nearly onemillion Euro. Shortly
before that, A called in sick due to health problems.
Several media had reported repeatedly these facts. A
wants to have the respective search engine results
deleted in case his name is entered in the search en-
gine.

1BGH, 27.07.2020, VI ZR 405/18.

The Court rejected the claim based on Art. 17 GDPR.
Even after a few years, the public interest in the pro-
fessional career of A would outweigh his right to data
protection.

We consider the following input values as a representation of
the legal criteria affecting the balancing:

αp = 0.6 here: regionally to statewide known person

αs = 0.82 here: professional misconduct affecting a large
number of people

αt = −6 here: 6 years ago

Regarding αt , the underlying facts occurred in 2011 and 2012.
The relevant point of time for the decision is the last judgment on
the facts in 2018.2 Hence, αt need to be -6.

If we enter these values into our time-dependent model 5, we
get the following output for u:

u(0.6, 0.82,−6) = 0.5126022876495746 . (13)

The balancing thus results in favor of access to information (i2)
if we define the threshold value of u0 = 0.5. This corresponds to
the Court’s decision to reject the claim to deletion of the respective
search results.

6 CONCLUSION
We proposed simple mathematical models for the legal concept of
the balancing of interests that is based on legal criteria by trans-
forming legal criteria into arguments (or inputs) of the models. The
outcome u was modeled as a function of the legal parameters αp
(status of a person), αs (sphere of information) and αt (time). The
model parameters were optimised via the method of least squares,
by making use of the dataset. The evaluation via the chi-square test
shows that our models can sufficiently describe the original data.

While the proposed models certainly do not equal an actual le-
gal decision in terms of considering all relevant legal criteria, the
particularities and complexity of the case at hand, and in terms
of legal protection through legal procedure, we believe it makes
valuable contributions at a conceptional and methodological level:
in investigating to which extent and how legal assessment could
mathematically be modeled, in mirroring the impact of legal criteria
for a balancing decision, and in the role of the data needed to fit
the function. By comparison to legal tech approaches based on ma-
chine learning, especially neural networks, this approach requires
significantly less data (here: 150 number of data points). This might
come at the price of higher abstraction and simplification, but also
provides for higher transparency and explainability.
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